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Prompt Completion
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What makes the Language 
MDP Special

1. Dynamics are deterministic, known, and tree-structured. 

2. Resets are just generating from a prefix — easy to do. 

3. The reward function is non-Markovian and doesn’t 
decompose into token-wise rewards.
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Preference Fine-Tuning

Goal: Maximize the relative likelihood of 
preferred to dis-preferred completions.

π⋆ = arg min
π∈Π

'KL (( | |π) + 'KL (π | |πref)
(Data Likelihood) (Prior Reg.)

FFL RKL

↑
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Outline for Today

A: Regularized maximum likelihood estimation.

A: MLE over reward models followed by MaxEnt over policies.
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Notation

For simplicity, we’re going to assume the “Bradley-Terry”
model of preferences:  

 

Also, let’s denote the empirical preference distribution as: 

 

i.e. how often raters preferred  to  given prompt .

ℙr(ξ1 ≻ ξ2 |s0) = σ(r(ξ1) − r(ξ2))

ℙ((ξ1 ≻ ξ2 |s0)
ξ1 ξ2 s0

assuming transitivity/
1 a Il return mostycyree



Reward Modeling is MLE
Then,

̂rmle = arg min
r∈ℛ

.s0∼(['KL(ℙ( | |ℙr)]

= arg max
r∈ℛ

.(s0,ξ+,ξ−)∼([log ℙr(ξ+ ≻ ξ− |s0)]

= arg max
r∈ℛ

.(s0,ξ+,ξ−)∼([log σ(r(ξ+) − r(ξ−))]

This is just logistic regression / classification!
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Reward Modeling is a FKL Projection onto ℛ
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Recap: “Soft” / Entropy Regularized RL

̂πrlhf = arg max
π∈Π

.ξ∼π[ ̂rmle(ξ)] + 'KL(π | |πref)

H

∏
h

π⋆
r (ah |sh) = ℙ⋆

̂r (ξ |s0) = ℙref(ξ) ⋅ exp( ̂r(ξ))
∑ξ′ ∈Ξ|s0

ℙref(ξ′ ) ⋅ exp( ̂r(ξ′ ))

.ξ∼π

H

∑
h

log ( π(ah |sh)
πref(ah |sh) )

↑ ~
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E2E, (1) RLHF is FKL to  and (2) RKL to ℛ Π

FKL

Soft RL is a Reverse KL Projection onto Π

RkL
L



If ⏱: Soft RL is a Reverse KL Projection onto Π

̂πrlhf = arg min
π∈Π

'KL(ℙπ | |ℙ⋆
̂r )

= arg min
π∈Π

.ξ∼ℙπ
log ( ℙπ(ξ)

ℙ⋆
̂r (ξ) )

= arg min
π∈Π ∑

ξ∈Ξ
ℙπ(ξ)(log ℙπ(ξ) − log ℙ⋆

̂r (ξ))



= arg min
π∈Π ∑

ξ∈Ξ
ℙπ(ξ)(log ℙπ(ξ) − ̂r(ξ) + log Z⋆

̂r )

= arg min
π∈Π ∑

ξ∈Ξ
ℙπ(ξ)(log ℙπ(ξ) − ̂r(ξ))

= arg max
π∈Π ∑

ξ∈Ξ
ℙπ(ξ)(−log ℙπ(ξ) + ̂r(ξ))

= arg max
π∈Π

.ξ∼π[ ̂r(ξ)] + ℍ(π)



Outline for Today

A: Regularized maximum likelihood estimation.

A: MLE over reward models followed by MaxEnt over policies.

A: Algorithms like DPO directly maximize likelihood over  without  
passing through .

Π
ℛ
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The DPO “Reparameterization Trick”

H

∏
h

π⋆
r (ah |sh) =

∏H
h πref(ah |sh) ⋅ exp(r(ξ))

Z(s0)

H

∑
h

log π⋆
r (ah |sh) =

H

∑
h

log πref(ah |sh) + r(ξ) − log Z(s0)

↓ taking loga



r(ξ) =
H

∑
h

log π⋆
r (ah |sh) − log πref(ah |sh) + log Z(s0)

We can express the reward model that makes a 
policy (soft) optimal in terms of said policy by 

“inverting” the MaxEnt RL equations!

≜ rπ(ξ)
soft sele

↑ ternt is/ F
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More explicitly, consider the soft-optimal policy for :rπ
ℙ⋆

rπ
(ξ) ∝ exp(rπ(ξ))

 ∝ exp (
H

∑
h

log π(ah |sh) + log Z(s0))
 ∝ exp (

H

∑
h

log π(ah |sh))
 ∝

H

∏
h

π(ah |sh)

: M

Inlue



̂πdpo = arg max
π∈Π

.(s0,ξ+,ξ−)∼([log σ(rπ(ξ+) − rπ(ξ−))]
Now, we proceed by MLE directly over policies:

= arg max
π∈Π

.(s0,ξ+,ξ−)∼( log σ (
H

∑
h

log π(a+
h |s+

h )
πref(a+

h |sh+) − log π(a−
h |s−

h )
πref(a−h |s−h ) )

So, we end up with a single-step MLE procedure!

The soft optimal policy for  is , which means we can 

optimize over  and get the soft optimal policy “for free”!

rπ π
rπ



DPO is a FKL Projection onto Π
FKL

RKL

Rauml modeling
FkL
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