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Recap from Last Time

1. Why do we need interaction in imitation learning?

A: to be able to tell that we've made a mistake that compounds.

2. What else do we need to tell which mistakes matter?

A: information about the set of rewards we could be judged on.

3. How do we learn a policy that recovers from mistakes
that matter if we don’t know what the reward function is?

A: Find the policy that is the least distinguishable from the expert’s
under any reward function in the moment set 4.



Outline for Today

1. What makes inverse RL sample-inefficient?
2. Are best responses required for solving the IRL game?

3. What algorithms can we use in our new reduction?
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Recap: Inverse RL as Game-Solving

H
where J(n,f) = E Emn [Z 1(sy, ah)] .



Recap: Two Flavors of IRL Algorithms

J(z, )= g, )

Dual Primal

Policy Update NR: ¢0O
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Exploration makes (I)RL Inefficient



We're Playing Adversarial Whack-a-Mole!
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We've reduced the “easier” problem of IL to the “harder” problem of RL



J(z, )= g, )
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Dual Primal

Policy Update BR: RL NR: GD

Reward Update NR: GD NR: GD

Primal algorithms also need to explore as we can force any
no-regret algorithm to compute 7* by playing the same f!
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7 need not be optimal for
fi f

= argmax__ . J (7, f1) = argmax__ . J (7, f2)
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..S0 77, might be far from 7. ...

... which means it can't be the policy we want!



/A ldea: save compute by competing with 7y, not Jl't*!




Reducing IRL to Expert-Competitive RL

ERROr{Reg (7)}: A policy-selection algorithm A
satisfies the Reg _(1') expert-relative regret guarantee if

given any sequence of reward functions /., it produces a
sequence of policies such that

T
D J(rp.f) = J(.f) < Reg (T).
=1

#” ldea: We never need to compute a best response toan !
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Reducing IRL to Expert-Competitive RL
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Afis a no-regret reward selection algorithm if when given a
sequence of policies 7., it produces iterates
such that
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Reducing IRL to Expert-Competitive RL
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Expert-Competitive RL via PSDP
7l

E 2 |dea: Reset to states
from the demonstrations!



Expert-Competitive RL via PSDP

Ty = arg max E, o lEq il fi(sps ag)]]
e

Forhe |H—-1,H-2,..1]:
Ty = arg max Ey, ~z (B ~al fi(Shs ap) + By, oy [V (85511
e
Lemma: Assume that at each time-step i € [H |, we perform
policy optimization up to €-optimality:
[Esh,thﬂE[QtﬂhH:H(S h’ ah) o [EaNﬂh(Sh)[QtﬂhH:H(Sh’ Cl)]] S SH
Then,

J(rg, [,) — Iy ;) < O(eH?)



Proof: We proceed via the PDL (shocking, | know):

H
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= Reg (1) < eH*T
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Aside: Compounding Errors in PSDP

Interaction can still help us figure out which mistakes compound.

(Can interpolate with or anneal towards p in practice)



poly(H) Algorithms for IRL!

22 ldea: Localize policy search by resetting to
states from the demonstrations!
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Aside: Use (Hybrid) Model for Resets In Practice




Aside: Can Also Use HyQ w/o Simulator Access
Lo ofi- pdug 0L (e MY &/ Wghd 120l blfe
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>: PSDP Competes Against Policies Covered by

ﬂH — arg meal_}[( W,%\/%/\///@[[ECZHN][[LfZi(S H> aH)]]
T

Forhe |H—-1,H-2,..1]:

iy, = dlg maé( F/.[[Eah,vﬂ[ft(sha a,) + [ET(Sh,ah)[VtﬂhH:H(ShH)]]]
TE

Lemma: Assume that at each time-step i € [H |, we perform
policy optimization up to e-optimality:

E il E sl Q" (s )] — E oy () [ Q7" (s, )] < €H
Then,

J(ﬂi;H,ft) — J(7T1;Haft) < O((e + [DTv(/JaPn')) ‘ HZ)




Proof: We proceed via the PDL:

H

It o) = T2 0) = X Egyenpy | ©

h
H

= 2 =S App [QﬂhH:H(Sh’ ah) -
h

I:H(Sh’ ah) —_—

— a~m(s,) [Q ﬂhH:H(S h? ah)] ]

+H - Dy, i)

ol Q51 @)

D PE)) - 2 - (H — h)



Widen the baseline distribution u to cover n* € 11,
potentially by using suboptimal / offline data!



